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Methods
General Simulation

Classical molecular dynamics simulations were performed using Gromacs1,2 version 
201625 or 2016.4.3 Periodic boundary conditions and the minimum image convention were 
employed. The temperature was fixed at 298 K unless otherwise specified using the Nosé-
Hoover4,5 thermostat with the time constant for coupling groups τT = 0.5 ps. For all simulations 
except the temperature replica exchange6-10 molecular dynamics (MD) (T-REMD) runs (which 
were constant NVT), isotropic pressure coupling with a reference pressure of 1 bar was achieved 
using the Parrinello-Rahman11,12 barostat with the time constant for pressure coupling τp = 2.5 ps. 
All bonds were constrained using the LInear Constraint Solver13 (LINCS) algorithm for non-water 
molecules and the SETTLE14 algorithm for water. SPC/E water was kept rigid. The use of bond 
constraints allowed for a 2-fs time step to be used for the integration of the equations of motion, 
which was performed using the Leap-Frog15 algorithm. The PME technique16 was used to calculate 
electrostatic and LJ interactions with a cutoff distance of 0.1 nm for both the real space electrostatic 
and LJ17,18 contributions, convergence parameters of 3.123 nm-1 (electrostatic Ewald) or 3.351 nm-1 
(LJ Ewald), cubic interpolation, a maximum fast Fourier transform grid spacing of 0.12 nm for the 
reciprocal space sum, and tinfoil boundary conditions. We note that geometric combination rules 
are used in the reciprocal part of the LJ-PME calculation. Because some combination rules are 
broken in KBFF20, this does introduce very small errors in the forces and energies. The Verlet 
cut-off scheme19 was used, with the ‘verlet-buffer-tolerance’ parameter (which is the allowed 
energy error due to the Verlet buffer) set to the Gromacs default of 0.005 kJ/mol/ps/atom. If 
counter-ions were required to create a net neutral system, only enough sodium or chloride was 
added for neutralization. No bulk salt was used.

Pure Water Simulation and Analysis

With the exception of the excess chemical potential and shear viscosity, the simulated 
properties shown in Table 1 are the average of 1 μs long simulations of (~4 nm)3 water boxes. 
Errors on the last digit are displayed in parentheses and are the standard deviation of ten 100-ns 
block averages, divided by the square root of ten. For the enthalpy of vaporization, the polarization 
correction20 of +5.22 kJ/mol was added to the potential energy, and the enthalpy of vaporization 
was calculated as Hvap = [(PEinter  PEintra) / N + polarization correction] + RT, where the 
intramolecular potential energy (PE) was zero. The static dielectric constant was obtained from 
‘gmx dipoles’, and the self-diffusion coefficient from ‘gmx msd’. κT was obtained from additional 
1 μs simulations at 100, 200, 300, 400, and 500 bar. The system volume vs. p plot was fit with a 
quadratic to obtain the κT. p and Cp were obtained from additional 1 μs simulations at 280, 285, 
290, 295, 305, 310, 315, 320, 340, 350, 375, and 400 K. The system volume and enthalpy vs. T 
were fit with quadratic equations to obtain αp and Cp. The excess chemical potential (G*

solvation) 
was obtained in a two-part process. First, thermodynamic integration was performed to turn the 
intermolecular Coulomb interactions off for one water (with twenty-one equally spaced windows 
each simulated for 100 ns with the Coulombic interactions interpolated linearly), giving a 
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contribution of 38.941(5) kJ/mol. Second, thermodynamic integration was performed to turn the 
intermolecular LJ interactions off of the “zero-partial charges water” from the previous step (soft 
core transformation with twenty-one equally spaced windows each simulated for 100 ns), giving 
a contribution of -9.29(1) kJ/mol. These second TI results gave very similar values to a 100 ns 
Widom test particle insertion21 of one LJ-water into pure water, which gave a free energy 
difference of 9.26 kJ/mol. For the shear viscosity, an additional 20 ns NVT simulation was ran in 
which the off-diagonal elements of the pressure tensor were written out every 2 fs. The Einstein 
relation22,23 was then used (taking linear fits between 0  100 ps from each of eight 2.5 ns 
subaverages) to calculate the shear viscosity. The error given is the standard deviation of these 
subaverages, divided by the square root of eight.

Binary Mixtures

The experimental KB inversion procedure involves finding experimental activity/chemical 
potential, density/volume, and the solution isothermal compressibility datasets as a function of 
composition at the desired temperature and pressure for the system of interest. Analytic fits of 
these properties versus composition are then used to feed the chemical potential derivatives with 
respect to composition, partial molar volumes, and isothermal compressibility into the KB 
inversion equations for a given composition to provide the KB integrals. Details for the 
experimental analyses of the systems described in the KBIs for Mixed Interactions section (besides 
the previously described &/or published aqueous NMA, NaCl, and MOH systems) are located in 
Tables S4-S5.

For all systems in which the KBIs were analyzed, the system sizes were (~10 nm)3
 and the 

simulation time was 100 ns. The last 80 ns were analyzed using four 20 ns block averages. Errors 
shown are the standard deviation of the four subaverages. The NMA + water simulation and 
analysis methods are described in the Theory and Background section. For this system, 
compositions simulated included xNMA = 0.0, 0.1, 0.2, 0.4, 0.6, 0.8, and 1.0. We also note that the 
simulated self-diffusion coefficient for pure NMA at 313 K was 0.514(7) × 10-9 m2/s compared to 
the experimental24 value at 313 K of 0.458 × 10-9 m2/s. The simulated value was obtained from the 
slope of the molecular mean squared displacement averaged over 100 NMA molecules vs. time 
(Einstein relation as implemented in the ‘gmx msd’ Gromacs analysis code) from five 10-ns 
subaverages and was uncorrected for finite system size effects.25 For more information on the 
NMA model, see the NMA26 KBFF publication. For NaCl + water, simulations of 1, 2, 3, and 4 m 
were performed and the KBIs were averaged between 0.85-1.20 nm, consistent with the original 
NaCl27 KBFF publication. For methanol (MOH) + water, simulations of xMOH = 0.125, 0.250, 
0.375, 0.500, 0.625, 0.750, and 0.875 were performed and the KBIs were averaged between 1.3-
1.7 nm, which differs from the original28 MOH KBFF publication but is consistent with our more 
recent29 publication analyzing MOH + water. Details for the simulations of the other systems 
described in the KBIs for Mixed Interactions section are located in Table S6.
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Tripeptides and Disulfide Test System

The Ac-AXA-NHM peptides (Ac = acetyl, NHM = N-H methyl) were simulated in (~4 
nm)3 boxes, where X is each of the 20 standard amino acids excluding proline, for >1 μs (“KBFF 
fit”) or 5 μs (“KBFF fit + shift”). The error bar on the reported properties is the standard deviation 
on four subaverages. The disulfide test system was the same, except the model system was two 
Ac-ACA-NHM peptides in which the cysteines were in a disulfide bond.

Generation of 2-D (,) Correction Maps (CMAPs)

2-D PMFs, PMF(,), of the target (database) and simulation , distributions for a given 
residue X from the above described Ac-AXA-NHM simulations were created from PMF(,) = 
RT ln[P(,)] using a bin width of 15. To generate data in the barrier regions where no data was 
present, Matlab R2017a (9.2.0.556344) was used. A sample Matlab .m file is included in the File 
S1; the two key steps are as follows. First, the Matlab Central File Exchange ‘gridfit’ version 
1.1.0.0 script of D’Errico30 was used to turn the input PMF(,) data points into a 2-D surface. 
Second, the built-in Matlab ‘interp2’ function was used to do a ‘spline’ interpolation (bicubic 
spline using ‘not-a-knot’ end conditions) to generate values for those (,) bins in which data was 
missing in the input PMF(,) data. PMF(,) values that were already present in the input PMF 
data were not altered during this process; only PMF(,) bins which had no information in the 
input file were generated (approximated) using this approach. This method was able to create 
barrier peaks, which were absent in the input data, based upon the barrier walls that were present 
in the input data. This was an advantage over other interpolation approaches that would have cut 
the peaks off (interpolated the PMF values) or behaved poorly (such as creating unphysical 
oscillations in the PMF). As an example, the input and output database Thr PMFs are shown in 
Figure S7 (made using the code provided in File S1). 

Once the target and simulation PMF(,) data was processed in this fashion, the CMAP 
was calculated as CMAP(,) = [PMFtarget(,) – PMFMD(,) + (optional) 1-D Gaussian(s) on  
to increase the barriers] and then used in the subsequent simulation. This process was iterated until 
the CMAP(,) converged. 

The initial simulations for residue X were of the ‘basemap’, in which the X residue had no 
potential on  or  and no CMAP. However, when sampling was inadequate, a biasing CMAP 
was applied to enhance sampling. 

When creating the PMFsim(,), typically (except for Gln) a bin was only given a value if 
there were ≥5 observations. We found this to be necessary so that the simulated barriers did not 
appear too high. If the simulations had had good enough sampling, then the choice of requiring 
five observations instead of one would obviously not have mattered; however, it was observed to 
matter in our simulations. For Gln, only one observation was required. For the databases, typically 
a bin was given a PMFtarget value if only one observation was present (except for Gly and Pro, in 
which ≥ 5 observations were required), which makes the target barriers appear higher. As made 
clear in this paragraph, some artistic license was taken during this process, unfortunately. Suffice 
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it to say, the barriers were achieved through the combined use of the 1-D Gaussians placed on  
and/or the adjustment of the number of observations required to calculate a PMF(,).

Pre-proline Tetrapeptides 

The Ac-AXPA-NHM peptides were simulated in (~4 nm)3 boxes, where X is A, Q, P, or 
G. The regular MD runs and T-REMD runs were performed for 5 μs and 1 μs, respectively, in an 
effort to ensure adequate sampling of the pre-proline  and  1-D PMFs in the α region. In the T-
REMD simulations, the modifications to the peptide bond (ω) potentials described in the Results 
section was used to ensure that all peptide bonds remained trans. The T-REMD runs consisted of 
26 replicas with T’s of 298.00, 303.95, 309.98, 316.10, 322.31, 328.61, 334.99, 341.47, 348.04, 
354.72, 361.49, 368.36, 375.35, 382.42, 389.60, 396.90, 404.29, 412.04, 419.66, 427.39, 435.25, 
443.21, 451.30, 459.49, 467.82, and 470.00 K. These T’s were generated using van der Spoel’s 
online server.31,32

Omega Torsion Test System

To compare the ω torsional profiles to experiment, a separate simulation of Ac-AQPA-
NHM was performed, in which the only changes compared to the above described pre-proline 
tetrapeptide simulations is that biases were applied to each ω (in the form of changes to the ω 
torsional potentials) to allow the barrier to rotation around each ω to be overcome (i.e., to allow 
sampling of cis and trans peptide bonds). The biases included using both (1) a symmetric two-fold 
periodic proper torsional potential (phase shift = 180°) with a force constant of 10 kJ/mol instead 
of the KBFF ‘ome2’ value of 44 kJ/mol, and (2) a one-fold periodic proper torsional potential that 
destabilizes cis (phase shift = 0°) with a force constant of 0 kJ/mol instead of the KBFF ‘ome1’ 
value of 7 kJ/mol. Note that the ‘ome1’ potential is not applied on proline residues. So, for proline, 
only the one-fold potential was changed. We used statistical mechanical perturbation theory to 
predict the unperturbed (i.e., KBFF20) PMFs.

Free Energies of Hydration

Two-step thermodynamic integration was performed for simulations at 298 K and 1 bar of 
one solute in a (~4 nm)3 box of SPC/E water. In Step 1, the intermolecular Coulomb interactions 
were turned off the solute (with twenty-one equally spaced windows with the Coulombic 
interactions interpolated linearly). In Step 2, the intermolecular LJ interactions were turned off of 
the zero-partial charges solute (soft core transformation with twenty-one equally spaced windows). 
V-rescale temperature coupling33 was used for all but the NPT, IBT, PRP, and ETH simulations, 
for which Nosé-Hoover was used. Plots of < ∂ Epot() / ∂  > vs. , where Epot() is the potential 
energy of the system at a particular  value and  is the coupling parameter, were splined (cubic) 
and then integrated from  = 0 (fully on) to  = 1 (fully off) to give the change in free energy 
between  = 0 and  = 1. After taking the sum for both Steps and multiplying by minus one to 
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reverse the process, the resulting value was compared to the experimental Gibbs energy change 
associated with the solvation of the small molecule in water as provided by Graziano34 or Head-
Gordon.35 The values reported in parentheses in Table S10 are the standard deviation based on 
three to six 10-ns subaverages (NPT, IBT, PRP, ETH), five 2-ns subaverages (MSH, MSM, DDS, 
MOH, MIN, pCr, ACT, NMA, MIMA/MIMB), or ten 10-ns subaverages (iPr). 

Terminal Group Torsional Parameters

For the N-terminal NH3
+

 and NH2, the H-N-C-C torsions were taken from LysH. Except 
for N-terminal Glycine, the N-C-C-N(+1) () torsion was parameterized based on populations 
instead of free energies to give an ~5-15% population for 120 ≤  ≤ 0 in a simulation of NH3

+-
Ala-Ala-CO2

- in water. This simulation lacked sampling in this region before being parameterized. 
The target data in this case was the N-terminal  population of the Dunbrack36,37 database (N=62) 
and the Richardson’s Top500angles dataset38 (N=132). For NH2

+-Pro-… and NH-Pro-… the same 
parameters were used as for non(Gly) N-termini, but this was not tested for accuracy due to the 
scarcity of database data for N-terminal prolines. The NH2

+-Pro-… charge distribution was taken 
from a study of zwitterionic amino acids.39 Because there were only seven N-terminal Glycine in 
the Richardson’s Top500angles dataset, the target data in this case was taken from the redundant 
PDBr (N=54,212 without symmetrizing), to give a free energy difference between extended and 
folded  values of around 6 kJ/mol (with extended being more favorable). For NH3

+-Gly-…  and 

NH2-Gly-…, the  torsions were parameterized using a simulation of the hairpin GB1 peptide, 
which has a positively charged N-terminal Gly at neutral pH. 

For the C-terminal CO2
, the N-C-C-O torsions were taken from the χ2 of Asp. For the N-

C-C-O of C-terminal CO2H, the parameters were taken from the χ2 of Asn. For the C-C-O-H 
torsion of CO2H, the parameters were taken from AspH. For the C-terminal NH2 blocking group, 
the 2-fold on the ω (peptide bond) torsion was used, which provides a barrier to rotation. For the 
C-terminal NH-methyl blocking group (NHM), the 1-fold and 2-fold from the ω torsions were 
used, which provides both a barrier to rotation and cis/trans asymmetry.
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Supporting Tables, Figures, and Files

Table S1. Dependence of NMA+SPC/E Excess Coordination Numbers on Long-Ranged 
Potential Truncation Settings. Current simulations used LJ PME and the Verlet cut-off scheme. 
Prior simulations of the same system size and simulation length used a LJ cut-off of 0.15 nm and 
the Group cut-off scheme.

xNMA = 0.1 Nww Ncc Ncw
Exp26 0.2 -0.4 -2.4
Current Sim 0.97(5) 0.06(3) -4.2(1)
Previous Sim40 1.00(7) 0.06(3) -4.3(1)

xNMA = 0.2 Nww Ncc Ncw
Exp26 0.4 -0.7 -1.2
Current Sim 1.06(3) -0.52(1) -1.91(3)
Previous Sim40 1.33(6) -0.46(1) -2.17(5)

Table S2. Ion Lennard-Jones 6-12 parameters. The following combination rules were used: 
ij=(iijj)0.5 and ij=s(iijj)0.5. The scaling factor, s, was set to unity for all interactions except 
for cation to SPC/E water oxygen (OW) interactions, which are noted in the table.

Cations
Ion ii 

(nm)
ii 

(kJ/mol)
i-OW 

(kJ/mol)
Scaling 
Factor, s

Ref.

Li+ 0.182 0.700 0.2700 0.40 41

Na+ 0.245 0.320 0.3420 0.75 27

K+ 0.334 0.130 0.2327 0.80 41

Rb+ 0.362 0.150 0.2655 0.85 41

Cs+ 0.413  0.065* 0.1954 0.95 41

Mg2+ 0.210 0.750 0.0699 0.10 42

Ca2+ 0.290 0.470 0.3871 0.70 42

Sr2+ 0.310 0.500 0.5704 1.00 42

Ba2+ 0.380 0.200 0.4329 1.20 42

*The Cs+ ii value was incorrectly reported as 0.0065 kJ/mol in the original publication.41

Anions
Ions ii 

(nm)
ii 

(kJ/mol)
Ref.

F- 0.370 1.000 41

Cl- 0.440 0.470 27

Br- 0.476 0.300 41

I- 0.535 0.200 41
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Table S3. Databases

Database Source Brief Description Details Modifications Used For Ref.
PDB Non(Gly,Ala): Dunbrack’s 

2010 Backbone-dependent 
Rotamer Library

Gly,Ala: PISCES server 
analysis by M. Feig (personal 
communication)

Subset of the PDB Non(Gly,Ala): Distinguishes 
cis/trans Pro; Distinguishes 
CysH and Cys2; Gly & Ala 
not present; Resolution ≤1.8 
Å, an R-factor cutoff of 0.22, 
& mutual sequence identity 
of the chains of ≤50%.

None (includes 
pre-Pro)

Comparison only (for 
most things); Along 
with ‘Top500angle’ 
used as target for N-
terminal non(Gly) 1-D  
population.

36,37,43

Coil Fitzkee et al.’s Protein Coil 
Library (Pre-compiled list)

Non-α-helix, non-β-
sheet fragments 
derived from the 
PDB

<20% sequence identity, 
<1.6 Å resolution, and a 
refinement factor of 0.25 or 
better.

Residues before 
a proline were 
removed (except 
for the pre-
Proline study).

Comparison only (for 
most things); Target for 
pre-Proline CMAPs (1-
D  PMFs). Used in 
target for GlyPro 
CMAP.

44,45

Coil/NT Same as above (SAA) SAA SAA Residues before 
a proline or in 
turns were 
removed

Target for simulated 
Ramachandran plots 
(CMAPs) and for 1-D χ 
PMFs. 

44,45

PDBr Rsync (RsyncPDB.sh) of 
PDB database 
(rsync.wwpdb.org, as of 
1/23/18). 

Full rsync of the 
PDB.

Rsync of PDB without 
further refinement.

None Used in target for 
GlyPro CMAP in 
regions where the Coil 
was missing data.

Used as target for N-
terminal Glycine  
torsion.

46

Top500angle Richardson’s Top500 Angles 
Dataset

500 high quality 
structures from the 
PDB

≤1.8 Å resolution and low 
homology structures; high B-
factors removed.

None Along with ‘PDB’, used 
as target for N-terminal 
non(Gly) 1-D  
population.

38
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Table S4. Pure Component Properties for “Mixed Interaction” KB Inversion Procedures

Pure 2 Pure 1System 
(2+1)

T (K) MW2
(g/mol) Vol. (cm3/mol) / dens. 

(g/cm3) / phase
Ref Vol. (cm3/mol) / 

d0 (g/cm3) / phase 
Ref

κT

MeNH3Cl
+H2O

298 67.518 55.526 / 1.216 / (s) 47 18.068 / 0.99705 / (l) 48,49 *

NaOAc
+H2O

298 82.034 54.255 / 1.512 / (s) 50 18.068 / 0.99705 / (l) 48,49 *

β-Ala
+H2O

298 89.093 62.395 / 1.428 / (s) 51 18.068 / 0.99705 / (l) 48,49 *

GlyGly
+H2O

298 132.1196 87.150 / 1.516 / (s) 52 18.068 / 0.99705 / (l) 48,49 *

GdmCl
+H2O

298 95.533 69.985 / 1.365 / (s) 53 18.068 / 0.99705 / (l) 48,49,54 *

GdmOAc
+H2O

298 119.12 97.559 / 1.221 / (s) 55 18.068 / 0.99705 / (l) 48,49 *

GdmEtCO2+
H2O

298 133.16 104.113 / 1.279 / (s) 56 18.068 / 0.99705 / (l) 48,49 *

HEACl
+H2O

298 97.55 70.688 / 1.38 / (s) 57 18.068 / 0.99705 / (l) 48,49 *

HEAA
+H2O

340 121.137 107.144 / 1.131 / (l) 58 18.456 / 0.97945 / (l) 48,49 κT,1
o =4.49E-5 bar-1 (Ref 48,49)

κT,2
o =2.96E-5 bar-1 (at 333K, 

which may be the subcooled 
liquid)59

NaOAc
+MOH

298 82.0343 54.255 /1.512 / (s) 50 40.749 / 0.78633 / (l) 60 κT,1
o =10.5E-5 bar-1 (Ref60)

NMA
+MOH

313 73.09 77.648 / 0.9413 / (l) 61 41.494 / 0.7722 / (l) 61 κT,1
o =1.435E-4 bar-1 (at 318K)62

κT,2
o κS,2

o  =5.9553E-5 bar-1 

(Ref 63)
NaOAc
+NMA

304 82.0343 54.255 / 1.512 / (s) 50 76.832 / 0.951295 / (l) 64(303K) κT,1
o  κS,1

o  = 5.63E-5 bar-1 
(303K, Table S3)64

KOAc
+NMA

304 98.15 63.528 / 1.545 / (s) 65 76.832 / 0.951295 / (l) 64(303K) κT,1
o  κS,1

o  = 5.63E-5 bar-1 
(303K, Table S3)64

MW (g/mol) of component 1: H2O=18.015, MOH=32.042, NMA=73.09.
*Unless otherwise noted, κT,1

o = 4.5310-5 bar-1 (Ref 48,49) and κT,2
o approximated as zero.



10

Table S5. Mixture Properties for “Mixed Interaction” KB Inversion Procedures
Volumetric Data Activity DataSystem (2+1) T (K)

Fit Raw Data Fit Raw Data
MeNH3Cl+H2O 298 d (g/cm3) = d0 + aρ2 + bρ2

2,
a = 1.3420065E-2, b = -1.7383354E-3

66 lnγ±
  = -ln(10)Aγm2

0.5/(1+bm2
0.5)-ln(1-m2gw),

Aγ = 0.5115, b = 0.9576242, gw = 5.4119743E-2
67

NaOAc+H2O 298 d (g/cm3) = d0 + (a+bt+ct2)ρ2 + (d+et)ρ2
1.5,

t = 25 deg C, a = 4.364e-2, b = -6.74e-5, 
c = 6.482e-7, d = -2.113e-3, e = -9.843e-6

Fit was taken from Sӧhnel, except a 
slightly different value of d0 was 
used by Sӧhnel.68

lnγ±
  = -ln(10)am2

0.5/(1+bm2
0.5)+cm2,

a = 0.4650, b = 1.579202, c = 1.76298
69

β-Ala+H2O 298 d (g/cm3) = d0 + am2 + bm2
2 + cm2

3,
a = 3.0136697003193684E-2
b = -2.2008402079345890E-3
c = 8.2409776239040120E-5

Only raw data from Ref 70 was used, 
not fit.

lnγ2
  = am2 + bm2

2 + cm2
3 + dm2

4,
a = -3.6750860135339503e-2, b = 2.8103884298331403e-2
c = -3.0429162146024371e-3, d = 1.2165306559958484e-4

71

GlyGly+H2O 298 d (g/cm3) = d0 + am2 + bm2
2 + cm2

3,
a = 5.54571301e-2, b = -5.43306535e-3,
c = 1.36817034e-4

72 lnγ2
  = am2 + bm2

2 + cm2
3,

a = -0.491913617, b = 0.251205534, c = -5.50714396e-2
73

GdmCl+H2O 298 d (g/cm3) = d0(1+ aw2 + bw2
2 )

a = 0.2710, b = 0.033
Fit & coefficients provided in Ref74 
(Same as used in Ref 54)

lnγ±
  = -ln(10)Aγm2

0.5/(1+bm2
0.5)

+ln{0.25c[-1+(1+8m2/c)0.5]/m2},
Aγ = 0.5115, b = 2.681, c = 3.548

74 (Same as used in Ref 54)

GdmOAc+H2O 298 PMV’s fixed at pure values N/A Pitzer75 equation with AФ = 0.3921, b = 1.2, α = 2.0, β0 = -4.95727267e-3, 
β1= 0.253582090, CФ = 1.40791817e-3

76

GdmEtCO2+H2O 298 PMV’s fixed at pure values N/A Pitzer75 equation with AФ = 0.3921, b = 1.2, α = 2.0, β0 =-1.65746696e-2, 
β1=0.183785945, CФ =8.74772202e-4 

77

*HEACl+H2O 298 PMV’s fixed at pure values N/A ln awater = ln(Pvap/Pvap
0)+BT(Pvap  Pvap

0)/RT
log10Pvap(kPa) = A(m)+B(m)/T+C(m)/T2

A(m)=A0+A1m2+A2m2
2+A3m2

3, B(m)=B0+B1m2+B2m2
2+B3m2

3

C(m)=C0+C1m2+C2m2
2+C3m2

3

Pvap
0=3.17 kPa, T=298.15 K, BT=-1193.77 cm3/mol

A0=10.14146, A1=-2.783560, A2=1.012594, A3=-0.072459, 
B0=-3562.851, B1=1734.523, B2=-638.4133, B3=45.46873, 
C0=205109.1, C1=-270944.7, C2=100403.8, C3=-7120.746

All parameters including 
Pvap

0 from Ref 78, except BT, 
which was from Ref 79.

*HEAA+H2O 340 Vex (cm3/mol) = x2(1-x2)[a+b(1-2x2)+c(1-2x2)2+d(1-2x2)3]
a = -2.87275505, b = -2.53286552 
c = -1.20110857, d = 0.618181169

Exp data is at 343 K58 NRTL equation with 
τHEAA,water=(-465.72452 K+0.030143t)/t,
τwater,HEAA=(167.397543 K-0.020558t)/t, α=0.9, t=340.15 K

Reference has NRTL 
parameters & equation58 

NaOAc+MOH 298 PMV’s fixed at pure values N/A Pitzer equation with AФ = 1.294, b = 3.2, α = 0.0, β0 =0.127208, β1=0.0, CФ =-
0.0256465 (did not use reference’s Pitzer parameters)

80

**NMA+MOH 313  
4

ex 3 1
1 2 2

1

 (cm /mol) (2 1)i
i

i
V x x K x 



 
K1 = -1.70507, K2 = 0.58771, 
K3 = -0.23019, K4 = 0.08042

61 NRTL equation with 
τMOH,NMA = -1.18172, τNMA,MOH = 1.19768, α = 0.3

Reference has NRTL 
parameters81

NaOAc+NMA 304 PMV’s fixed at pure values N/A lnγ±
  = -Am2

0.5/(1+m2
0.5)+Bm2 + Cm2

1.5,
A = 0.14128, B = -0.1668, C = -0.0251

Ref. has fit, but sign of 1st 
term must be changed.82

KOAc+NMA 304 PMV’s fixed at pure values N/A lnγ±
  = -Am2

0.5/(1+m2
0.5)+Bm2 + Cm2

1.5,
A = 0.14128, B = 0.0466, C = -0.0422

Ref. has fit, but  sign of 1st 
term must be changed.82

*The activity coefficient models for these salt systems were not electrolyte models. The equations used do not have the Debye-Hückel limiting behavior built into the model and thus should be used with caution. We assumed 
they were acceptable at m2 > ~ 0.5 mol/kg.
**GNMA-NMA agrees well with the values given in Ref 83.
Solvent=1, Solute=2. For the ionic systems, in Table S5, the solute (2) refers to the salt not the indistinguishable ion.
d0 = density of pure solvent in grams/cm3. ρ2 = molarity of salt (mol/L). 
w2 = salt mass fraction. 
PMV = partial molar volumes.
κT treatment was: κT = 2

id κT,2
o + 1

id κT,1
o. 2

id = x2V2
o / (x1V1

o+ x2V2
o) and 1

id = 1  2
id.
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Table S6. Simulated Systems for “Mixed Interaction” Studies

System (2+1) T (K) (MD) Compositions Simulated G22(R) Averaging Region (nm)
MeNH3Cl+H2O 300 1, 2, 4 msalt 1.5-2.0

NaOAc+H2O 300 1, 3, 5, msalt 1.5-2.0
β-Ala+H2O 300 1, 3, 5 m2 1.5-2.0

GlyGly+H2O 300 0.3, 0.5, 1.0, 1.5 m2 1.5-2.0
GdmCl+H2O 300 2, 4 msalt 1.1-1.45 54

GdmOAc+H2O 300 1, 2, 4, 6 msalt 1.5-2.0
GdmEtCO2+H2O 300 1, 2 msalt 1.5-2.0

HEACl+H2O 298 0.5, 1.0, 1.5, 2.0 msalt 1.5-2.0
HEAA+H2O 340 1 msalt, x2 = 0.2, 0.4, 0.6, 0.8 1.5-2.0

NaOAc+MOH 298 0.5, 1.0, 1.5 msalt 1.5-2.0
NMA+MOH 313 x2 = 0.1, 0.2, 0.4, 0.6, 0.8 2.0-2.5

NaOAc+NMA 304 0.3, 0.4, 0.5 msalt 2.0-2.5
KOAc+NMA 304 0.3, 0.5, 0.8 msalt 2.0-2.5

All simulations were performed for 100 ns in L ~10 nm cubic boxes.
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Table S7. Gromacs individual molecule topology (.ITP) files for Mixed Interactions section
ITP files for MeNH3

+, OAc, -Ala, EtCO2
, and HEA are below. Other small molecules simulated 

in this work have already been published in the peer-reviewed literature and so are not provided 
here.

MeNH3
+ (Methylammonium):

[ moleculetype ]
; name  nrexcl
MAM          3

[ atoms ]
;   nr    type   resnr  residu    atom    cgnr  charge   mass
     1      NT       1    MAM      N       1    0.500   14.0067
     2      H        1    MAM      H1      1    0.000    1.0080
     3      H        1    MAM      H2      1    0.000    1.0080
     4      H        1    MAM      H3      1    0.000    1.0080
     5      CH3      1    MAM      C       1    0.500   15.0350

[ bonds ]
;  ai    aj funct           c0           c1
    1     2     2 gb_2  
    1     3     2 gb_2  
    1     4     2 gb_2  
    1     5     2 gb_21 
 
[ angles ]
;  ai    aj    ak funct           c0           c1
    2     1     3     2 ga_10  
    2     1     4     2 ga_10  
    3     1     4     2 ga_10  
    2     1     5     2 ga_11  
    3     1     5     2 ga_11  
    4     1     5     2 ga_11 

OAc (Acetate):
[ moleculetype ]
; name  nrexcl
OAc-    3

[ atoms ]
;   nr    type   resnr  residu    atom    cgnr  charge   mass
     1      CH3      1    OAc-      CH3     1    0.000   15.0350
     2      C2       1    OAc-      CC      2    0.300   12.0110
     3      OT       1    OAc-      O1      2   -0.650   15.9994
     4      OT       1    OAc-      O2      2   -0.650   15.9994

[ bonds ]
;  ai    aj funct           c0           c1
    2     1     2 gb_27
    2     3     2 gb_6
    2     4     2 gb_6

[ angles ]
;  ai    aj    ak funct           c0           c1
    1     2     3  2   ga_22
    1     2     4  2   ga_22
    3     2     4  2   ga_38

[ dihedrals ]
;  ai    aj    ak    al funct           c0           c1
    2     1     3     4     2     iplane2
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-Ala (-Alanine): The H-N-C-C and C-C-C-O torsions were taken from LysH and Glu, 
respectively. The N-C-C-C torsion was parameterized using an NMR study84 of the -Ala 
%gauche in D2O. 
[ moleculetype ]
; name  nrexcl
BAL           3

[ atoms ]
;   nr    type   resnr  residu    atom    cgnr  charge   mass
     1      H        1   BAL        H1      1    0.000    1.0080
     2      H        1   BAL        H2      1    0.000    1.0080
     3      NT       1   BAL        N       1    0.500   14.0067
     4      H        1   BAL        H3      1    0.000    1.0080
     5      CH2      1   BAL        CA      1    0.500   14.0270
     6      CH2      1   BAL        CB      2    0.000   14.0270
     7      C2       1   BAL        C       3    0.300   12.0110
     8      OT       1   BAL        O1      3   -0.650   15.9994
     9      OT       1   BAL        O2      3   -0.650   15.9994

[ pairs ]
    1     6
    2     6
    4     6
    3     7
    5     8
    5     9

[ bonds ]
;  ai    aj funct           c0           c1
    3     1     2 gb_2  
    3     2     2 gb_2  
    3     4     2 gb_2  
    3     5     2 gb_21 
    5     6     2 gb_27
    6     7     2 gb_27 
    7     8     2 gb_6  
    7     9     2 gb_6  

[ angles ]
;  ai    aj    ak funct           c0           c1
    1     3     2     2 ga_10
    1     3     4     2 ga_10 
    1     3     5     2 ga_11 
    2     3     4     2 ga_10 
    2     3     5     2 ga_11 
    4     3     5     2 ga_11
    3     5     6     2 ga_15 
    5     6     7     2 ga_15 
    6     7     8     2 ga_22 
    6     7     9     2 ga_22 
    8     7     9     2 ga_38 

[ dihedrals ]
;  ai    aj    ak    al funct           c0           c1           c2
    1     3     5     6     9 0.00   1.75   3 
    2     3     5     6     9 0.00   1.75   3 
    4     3     5     6     9 0.00   1.75   3 
    3     5     6     7     9 0.00  -2.364  1 
    3     5     6     7     9 0.00  -0.901  2 
    3     5     6     7     9 0.00   5.430  3 
    5     6     7     8     9 0.00  -6.000  2 
    3     5     6     7     9 180.0 -4.500  1 
    3     5     6     7     9 0.00   0.000  2 
    3     5     6     7     9 0.00   5.430  3 

[ dihedrals ]
;  ai    aj    ak    al funct           c0           c1
    7     6     8     9     2 iplane2
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EtCO2
 (Propionate):

[ moleculetype ]
; name  nrexcl
PRP-    3

[ atoms ]
;   nr    type   resnr  residu    atom    cgnr  charge   mass
     1      CH3      1    PRP-      CH3     1    0.000   15.0350 
     2      CH2      1    PRP-      CH2     1    0.000   14.0270
     3      C2       1    PRP-      CC      2    0.300   12.0110 
     4      OT       1    PRP-      O1      2   -0.650   15.9994 
     5      OT       1    PRP-      O2      2   -0.650   15.9994 

[ pairs ]
   1  4 1
   1  5 1

[ bonds ]
;  ai    aj funct           c0           c1
   1     2  2   gb_27   
   2     3  2   gb_27 
   3     4  2   gb_6     
   3     5  2   gb_6     

[ angles ]
;  ai    aj    ak funct           c0           c1
   1     2     3   2   ga_15
   2     3     4   2   ga_22 
   2     3     5   2   ga_22      
   4     3     5   2   ga_38

[ dihedrals ]
;  ai    aj    ak    al funct           c0           c1
   3     4     5     2  2   iplane2     

 [ dihedrals ]
;  ai    aj    ak    al   gromos type
   1     2     3     4    9           0.00  -6.000  2
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HEA (2-Hydroxyethylammonium a.k.a. 2-aminoethanol): The H-N-C-C and H-O-C-C torsions 
were taken from LysH and Ser, respectively. The N-C-C-O torsion was parameterized using an 
NMR study85 of the HEACl %gauche values in D2O. 
[ moleculetype ]
; name  nrexcl
HEA          3

[ atoms ]
;   nr    type   resnr  residu    atom    cgnr  charge   mass
     1      NT       1    HEA      N       1    0.500   14.0067
     2      H        1    HEA      H1      1    0.000    1.0080
     3      H        1    HEA      H2      1    0.000    1.0080
     4      H        1    HEA      H3      1    0.000    1.0080
     5     CH2       1    HEA      C1      1    0.500   14.0270
     6     CH2       1    HEA      C2      2    0.300   14.0270
     7      O3       1    HEA      O1      2   -0.820   15.9994
     8      H        1    HEA      H4      2    0.520    1.0080

[ pairs ]
    2     6     1
    3     6     1
    4     6     1
    1     7     1
    5     8     1

[ bonds ]
;  ai    aj funct           c0           c1
    1     2     2 gb_2  
    1     3     2 gb_2  
    1     4     2 gb_2  
    1     5     2 gb_21 
    5     6     2 gb_27 
    6     7     2 gb_18 
    7     8     2 gb_1a 
 
[ angles ]
;  ai    aj    ak funct           c0           c1
    2     1     3     2 ga_10  
    2     1     4     2 ga_10  
    3     1     4     2 ga_10  
    2     1     5     2 ga_11  
    3     1     5     2 ga_11  
    4     1     5     2 ga_11  
    1     5     6     2 ga_13  
    5     6     7     2 ga_13  
    6     7     8     2 ga_12  

[ dihedrals ]
;  ai    aj    ak    al   gromos type
   6    5    1    2    9   0.00   1.75   3  
   6    5    1    3    9   0.00   1.75   3  
   6    5    1    4    9   0.00   1.75   3  
   1    5    6    7    9   0.00  -10.0   1  
   1    5    6    7    9   0.00   0.5    2  
   1    5    6    7    9   0.00   8.5    3  
   5    6    7    8    9   0.00   2.480  1 
   5    6    7    8    9   0.00   0.500  2  
   5    6    7    8    9   0.00   3.000  3  
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Figure S1. PMFs, W (kJ/mol), of χ side-chain dihedral angles from databases36,37,44,45 vs. 
KBFF20. For titratable residues, the simulation refers to the charged residue, and the database to 
a mixture of charged and uncharged residues. For Cysteine, the simulation refers to CysH, and the 
database to a mixture of CysH and Cys2 (except for the PDB, where it is only CysH).
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Figure S2. Disulfide χ PMFs, W (kJ/mol). Ac-C-NHM Ac-C-NHM was simulated for 5 μs in a 
(4 nm)3 box of water (red and green correspond to the two different Cys residues). The 
experimental data was obtained from a digitization of Figure 1 of Ref 86. The simulated barrier 
across χ3 = 0° is estimated to be between 30-35 kJ/mol, while the simulated barrier across χ3 = ± 
180° is approximately 24.5 kJ/mol.
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Figure S3. PMFs, W (kJ/mol), of side-chain dihedrals for which there is no experimental data 
compared to small molecule model compound (italics) QM values. Except for acetic acid, the 
points correspond to QM values taken from Jorgensen et al.87 for small molecule model 
compounds (italics under residue). The acetic acid points were taken from Terhorst and 
Jorgensen88 and correspond to either QM/TIP4P (circles) or QM/RISM (squares). The KBFF20 
values (from Ac-AXA-NHM simulations) are shown as curves. For AspH and GluH, KBFF20 
barrier heights at ± 90° were not fully sampled but are estimated to be ~40 kJ/mol for AspH and 
~33 kJ/mol for GluH. For Lys, the KBFF20 barriers are low because the same C-C-N-H torsional 
potential is used as on LysH due to our adoption of the additivity philosophy in the creation of 
KBFF20. Given that there is one fewer C-C-N-H torsion on Lys, the simulated barrier height is 
~2/3 what it is for LysH. In order to keep KBFF20 additive in nature, we did not correct the Lys 
torsion to match the QM barrier height. 
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Figure S4. Classification of amino acids. Restricted 1-D PMF, W (kJ/mol), profiles for the 
Coil/NT database44,45 (using an effective temperature of 300 K).  values were evaluated on the 
condition that ϕ was < 0° or > 120°. For the creation of this figure, only one observation was 
required to generate a value for a given bin. Gly, Ala, and Pro were not plotted. VINDST residues 
are shown with the X symbol. They were deemed significantly different from the general case. 
Gln was chosen to have a profile most representative of the non(GAPVINDST) case. The general 
vicinity of the α and  minima are labeled schematically on the plot.
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Table S8. Summary of 2-D ,  CMAPs 

aThe six other (Non-Gly) Pre-Pro CMAPs were not included in the table because they were easily described in the text.

1-D Gaussian barriers along  
added to CMAP

Residues the CMAP 
Applies To

Database
Version 
Useda

Atom types that 
select this CMAP

X (from Ac-
AXA-NHM) 
simulated to 

create CMAP

Target Database Map

Height 
(kJ/mol)

Mean Std.Dev.

5 0° 30° Ala Coil/NT CH1A X=Ala Ala(N=11,060)
5 135° 40°

All 
non(GAPNDTC), 

non(Pre-Pro)

Coil/NT CH1 X=Gln Non(GAPVINDST) 
(N=64,996)

5 135° 20°

Gly Coil/NT CH2 X=Gly
(symmetrized)

Gly(N=50,804 & then 
symmetrized)

None

Pro Coil/NT CH1P & N2P Pro Pro(N=16,583) None

5 0° 20°Asp/AspH & Asn Coil/NT CH1l Merge of PMFs 
from X=Asp & 
X=Asn runs

Merge of (ND) (N=23,812)
5 135° 20°

5 0° 20°Thr Coil/NT CH1T X=Thr Merge of 
Non(GAP)(N=134,617) and 
T(N=12,151)

5 135° 20°

10 0° 20°CysH/Cys2 Coil/NT CH1C X=CysH Merge of 
non(GAPVINDST) 
(N=64,996) and C(N=2,411) 
(CysH and Cys2 are not 
distinguished)

10 135° 20°

Gly Pre-Proa Coil, PDBr CH2 & N2P X=GlyPro Merge of GlyPro(N=1,503) 
from Coil(withTurns) and 
GlyPro(N=289,407) from 
PDB

None
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Figure S5. Definitions of Ramachandran map regions used in this work for Non(Gly). β  β1 
+ β2. For Gly, α  || < 75°, β  || ≥ 75°.

Table S9. Definitions of Ramachandran map regions used in this work for Non(Gly)

α β1 β2 +

       

-180 ≤   ≤ 0°

or  ≥ 120°

-105° >  > 45°  < -90° 

or  > 120°

 ≤ -105° 

or  ≥ 45°

 -90° ≤  
≤ 0°

 ≤ -105° 

or  ≥ 45°

0° <  < 120° all 

β  β1 + β2. For Gly, α  || < 75°, β  || ≥ 75°.
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Figure S6. Restricted 1-D PMF, W (kJ/mol), profiles for the Coil/NT database45 (using an 
effective temperature of 300 K) vs. KBFF20. Gray (curves with points) is the non(GAPVINDST) 
data from the database, black (points only) is the specific residue from the database, and green 
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(curves only) is the KBFF20 result from 5 μs simulations of Ac-AXA-NHM (X=all 20 amino 
acids). Residues labeled in bold have a specific (or nearly specific, in the case of Asn and Asp) 
CMAP. The regions displayed were defined as follows: “β region”:  ψ values ≥ 105° or ≤ -105° 
for all ϕ values; “αL region”: ψ values ≥ -60° across all ϕ values (so that the relative instability of 
αL is apparent); “else (αL region)”: ϕ values < 0° or > 120° across all ψ values. For the creation of 
this figure, only one observation was required to generate a value for a given bin. For titratable 
residues, the simulation refers to the charged residue, and the database to a mixture. For Cys, the 
simulation refers to CysH, and the database to a mixture of CysH and Cys2.

Table S10. Hydration Free Energies at 298 K

Molecule Analog For Exp G*
hydration 

(kJ/mol)
Sim (Uncorrected) G*

hydration 
(kJ/mol)

Neopentane (NPT)34 N/A 10.5 10.85(5)
Isobutane (IBT)34 Leu/Val 9.7 9.97(6)
Propane (PRP)34 Val 8.2 8.34(5)
Ethane (ETH)34 N/A 7.6 7.77(6)
Toluene (TOL)35 Phe -3.72 -5.7(3)

Methanethiol (MSH)35 CysH -5.19 -6.9(1)
Dimethyl sulfide (MSM)35 Met -6.74 -5.9(1)
Dimethyl disulfide (DDS)35 Cys2-Cys2 -7.66 -16.8(2)

Isopropanol (iPr)35 Thr -19.83 -34.42(3)
Methanol (MOH)35 Ser -21.34 -26.9(1)

3-Methylindole (MIN)35 Trp -24.60 -33.1(2)
p-Cresol (pCr)35 Tyr -25.65 -25.5(1)

Acetamide (ACT)35 Asn/Gln -40.63 -41.8(1)
N-Methylacetamide (NMA)35 Backbone -41.48 -39.7(2)
4-Methylimidazole (MIM)35 HisA/HisB -42.97 *MIMA: -48.8(2), MIMB: -49.6(2)

*Both tautomers were simulated. MIMA is the tautomer corresponding to HisA and MIMB is the 
tautomer corresponding to HisB.
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File S1. Example Matlab .m file (matlabInterp.m). Code created Figure S7; requires ‘gridfit.m’.
function [] = matlabInterp()

data = load('pmfMERGE'); 
phi=data(:,1); %column 1 is phi
psi=data(:,2); %column 2 is psi
philin=linspace(-360,360,49);%Generates 49 points. Spacing b/w points:(720)/(48) = 15 deg.
psilin=linspace(-360,360,49);
[x,y]=meshgrid(philin,psilin);%Returns 2-D grid coords. based on coords. in input vectors
figure();
dim = [0.25 0.8 0.5 0.3]; %x_begin, y_begin, length, height
str='Coil/NT Database, 2019, 1 observation, 15 degree bin width';
annotation('textbox',dim,'String',str,'FitBoxToText','on','LineStyle','none',...
'HorizontalAlignment','center','VerticalAlignment','middle');
pmfraw=data(:,3); %column 3 has the raw Thr data
myfunction(1,pmfraw,'Raw Thr')
pmfraw=data(:,6); %column 6 has the raw non(GAP) data
myfunction(3,pmfraw,'Raw non(GAP)')
pmfraw=data(:,9); %column 9 has the raw Thr merged w/ Non(GAP) data
myfunction(5,pmfraw,'Raw Thr Merged w/ Non(GAP)')
print('-fillpage','Thr','-dpdf')
function [] = myfunction(iplot,mypmf,mytitle)

% RAW DATA
subplot(3,2,iplot);
zmesh=griddata(phi,psi,mypmf,x,y);
min(mypmf)
max(mypmf)
myfigure(mytitle); %Make the figure of the raw data in the left column
% SPLINED DATA
subplot(3,2,iplot+1);
pmfspline=mypmf;
[zgrid,xgrid,ygrid] = gridfit(phi,psi,mypmf,philin,psilin);
znan = isnan(mypmf);
pmfspline(znan) = interp2(xgrid,ygrid,zgrid,phi(znan),psi(znan),'spline');
min(pmfspline)
max(pmfspline)
zmesh=griddata(phi,psi,pmfspline,x,y);
myfigure('Splined'); %Make the figure of the splined data in the right column
function [] = myfigure(mytitle)

zmax = 30; % kJ/mol
zmin=  0;  % kJ/mol
v = [0 5 10 15 20 25 30]; %kJ/mol
xlim=[-180 180]; ylim=xlim; %degrees
xtick=[-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180]; ytick=xtick; %deg
zinc = 1; %kJ/mol
zlevs = zmin:zinc:zmax;
[C,h]=contourf(x,y,zmesh,zlevs);
set(h,'LineColor','none'); hold on;
zinc = 5; %kJ/mol
zlevs = zmin:zinc:zmax;
[C,h]=contour(x,y,zmesh,zlevs);
set(h,'LineColor','black')
clabel(C,h,v); hold on;
h=colorbar;
colormap(jet);
ylabel(h, '{\it W} (kJ/mol)','FontName','Times New Roman','FontSize',8);
caxis([zmin zmax]);
set(h,'YLim',[zmin zmax],'FontSize',8,'YTick', v);
set(gca,'XLim',xlim,'XTick', xtick, 'TickDir', 'in','FontSize',8);
set(gca,'YLim',ylim,'YTick', ytick,'TickDir', 'in','FontSize',8);
xlabel('{\phi}','FontName','Euclid Symbol','FontSize',12);
xtickangle(90);
ylabel('{\psi}','FontName','Euclid Symbol','FontSize',12);
title(mytitle,'FontName','Times New Roman','FontSize',8);
set(gca, 'FontName', 'Times New Roman');
axis square;
hold all;

end
end

end
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Figure S7. Example of Matlab splining using ‘gridfit’ to approximate barriers. Contours are 
of the PMF, W (kJ/mol), using Teff = 300 K. Top, middle, bottom rows are the Thr, non(GAP), and 
Thr merged with non(GAP), respectively, Coil/NT database values. The left column is the raw 
data and the right column shows the results of the Matlab approach used to create values for the 
barrier regions. Had a finer resolution been used for the ‘linspace’ in matlabInpterp.m, contours 
would have been visible for the raw Thr data in the + region. The lack of barriers in the top right 
figure makes it clear why the Thr data could not be used on its own. Figure generated using File 
S1.
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